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COMMENT & RESPONSE

Cardiovascular Disease Prevention Recommendations
From an Online Chat-Based AI Model
To the Editor A recent Research Letter1 suggested that a re-
search version of a dialogue-based artificial intelligence (AI)
model (ChatGPT) can potentially assist clinical workflows by
augmenting patient education and patient-clinician commu-
nication. Studies indicate that this dialogue-based AI model
provides appropriate clinical responses and even passes parts
of the US Medical Licensing Examination.2,3 Language learn-
ing models may support patient education and, as they be-
come more accurate, may perform at levels rendering them
valid as clinical decision support tools.

However, current language models have limitations that
make them ill-suited for clinical decision support without hu-
man supervision. Language learning models cannot cite reli-
able sources of information, making evaluation of the valid-
ity of the information they generate impossible. Because
language learning models are pretrained using a vast amount
of information that is not curated, they are prone to generate
and amplify gender and racial biases. Language learning mod-
els do not provide reference to sources of medical informa-
tion, which prevents validation of whether the knowledge is
current, evidence-based, and unbiased. In contrast, symbolic
AI, which simulates human brain learning, uses reliable sources
of information and is created and validated by physicians using
trusted, evidence-based sources.

Language learning models and AI will not replace physi-
cians and are currently best used to fill communication gaps
between physician and patients. Nonetheless, the emer-
gence of telemedicine, virtual health, wearables, and remote
monitoring, and their imminent integration with electronic
health record AI, will ensure the centrality of information tech-
nology in US health care.

However, health information technology, AI, and infor-
matics constitute a critically needed area of research that is cur-
rently underfunded. US investment in health informatics re-
search on AI and digital transformation of health care are as
important as supporting basic biomedical research and clini-
cal trials. Because US health care–related errors are a leading
cause of death4,5 and are responsible for high levels of avoid-
able morbidity and care utilization, a major US national com-
mitment to invest in advancing biomedical AI research, with
public-private resourcing, is warranted. A multibillion-dollar
fund should be developed, financed by the US health infor-
mation technology industry and federal government, and de-
ployed along with the institutional biomedical science and
population/public health research capabilities and assets of the
National Institutes of Health and Centers for Disease Control
and Prevention. Collaborative, cross-sector research invest-
ment in biomedical AI could transform patient safety and yield
health care value exceeding that of the personal computer, the
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internet, and smartphones, constituent components en-
abling advanced biomedical AI.

George A. Gellert, MD, MPH, MPA
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In Reply In response to the Letter by Drs Gellert and Jaszczak
about our Research Letter,1 we agree that current application
of language learning models in medicine will require close cli-
nician and regulatory oversight. Indeed, our study findings
highlight key limitations of language learning models. For ex-
ample, we noted that the model provided inaccurate informa-
tion about the availability of inclisiran for lipid lowering and
inappropriate information about the interpretation of a low-
density lipoprotein cholesterol level greater than 200 mg/dL.
A false response, sometimes referred to as a “hallucination,”
is a potential limitation of current language learning models
as well.2 Such inaccuracies can have critical consequences in
clinical settings, and our study points to the importance of
strong guardrails for AI-assisted clinical workflows in medi-
cine. Looking ahead to future developments beyond the cur-
rent generation of language learning models, more sophisti-
cated, theoretical, and multimodal AI models that are flexible
across medical tasks have been proposed.3

We also concur with Gellert and Jaszczak regarding the need
for an increased commitment to study and advance AI in medi-
cine. Current language learning models seem well suited to be
studied for administrative tasks, such as note transcription, but
also demonstrate promise for certain clinical tasks, such as edu-
cation and diagnostic support.2 As AI models are developed for
more health care use cases, there is a concurrent need to sys-
tematically evaluate whether they can meaningfully and safely
improve current workflows. Evidence generation around clini-
cal AI integration and implementation needs to be prioritized,
particularly clinical trials, as demonstrated by a recent random-
ized trial of the use of AI in echocardiography.4 Rigorous mul-
tidisciplinary efforts are warranted to understand AI model limi-
tations, structural biases, and oversight needs. Furthermore,

privacy concerns around multimodal patient health data, their
exposure to tech and AI models, and the relevant medicolegal
implications must be considered.5 Although AI and language
learning models demonstrate promise for application in clini-
cal medicine, comprehensive efforts across stakeholders are
warranted to evaluate and realize this promise in a safe and ef-
fective manner with the aim for improved—and potentially
transformative—patient care.
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Greed in US Health Care
To the Editor I believe that the recent Viewpoint1 pointing to
greed as the root of the dysfunction in US health care was cou-
rageous but incomplete. The evidence Dr Berwick cited cer-
tainly documents an unchecked desire to profit from health
care, but there is something else happening.

US health care is just one sector of a cultural system, late-
stage capitalism, that has institutionalized greed as the domi-
nant value in a market-based economy. What Dr Berwick calls
“greed” is celebrated in other circles as “shareholder return.”
In 2023 in the US, shareholder return is a value prized above
all other values—including equitable access to health care. The
system is doing exactly what it was designed to do.

That fact that these returns go to an ever smaller number
of shareholders is simply a feature of the current complex sys-
tem, which has been controlled over the years by those in power
to increase wealth for a very small segment of society at the
expense of equality, higher quality of life, and longer length
of life.
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